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Main contributions

The main contributions of this paper are outlined below

I. CPU utilization prediction: Predicting CPU load in IoT 
gateways using advanced ML algorithms: online ensemble 
methods balance accuracy and cost, while continual 
learning shows promise for edge devices

II. Evaluation benchmark: A benchmark is proposed to 
compare traditional versus online and foundation models

III. Code and data sharing: 
- GitHub repository: 

https://github.com/sebasmos/AML4CPU  

 

https://github.com/sebasmos/AML4CPU


Pipeline



Experiments
Experiment I

●  A hold-out benchmarking process was conducted between state-of-the-art ML 
algorithms.

Experiment II

● Online incremental learners were evaluated using the training and test sets from 
Experiment I for pre-training and for a prequential evaluation respectively

Experiment III

● A zero-shot and fine-tuning setup of the time-series foundation model Lag-Llama 
was run as in the previous experiments to compare the generalization capabilities of 
foundation models against other state-of- the-art and online ML methods
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Experiments
Experiment III
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Discussions
● Performance vs. Computational Cost.

○ Selecting the best model involves balancing prediction accuracy with 
computational efficiency, crucial for resource-constrained devices.

● Best models
○ XGBoost performs well but is costly in evaluation time. ARF offers good 

performance with higher memory usage, while ensemble models balance 
accuracy and cost effectively

○ Non-stationarity of CPU computational data

● Online Learners and Ensembles: Online learners are competitive but don't 
surpass ensemble models, which are recommended for edge devices. Further 
research could optimize model performance.

● Lag-llama is suitable for longer than the one-step ahead horizons, while still 
having a higher carbon footprint and inference time.



Thank you


