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Background

Dynamic Graph Data May Lack Strict Chain-Like Dependency

➢ complex, non-smooth, non-

uniform, and highly frequent 

changes over multiple snapshots

Transformer-Based Models on Sequential Data

Parallelization          Long-Range Dependencies

Flexibility                Interpretability  

Using Transformer for 

Dynamic Network Embedding

Optimization strategy using parameter 

sharing within the community

Advantages

Computational Complexity Training Costs

Disadvantages

CeDFormer

Time Snapshot Dependency Analysis



Model Overview
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Community Enhanced Encoder

Global Stable Community Discovery: 

➢ aggregate the dynamic graph G = {G(1), G(2), ..., G(T)} into a joint temporal graph Gunion

➢ find the central points of community on Gunion through Personalized PageRank (PPR)

➢ discover all members of various communities through conductance



Community Enhanced Encoder

Embedding Strategy

training data

G (1) to G (t)

time-level node feature

t × n × dimemb embeddings of all 

nodes at all steps

n × t × dimemb

positional encoding

t × dimemb

Matrix 

transposition

Global Stable Community 

Internal parameter 

sharing within the 

community

Two Level Multi-head Attention

Emb isolated nodes

Emb comm

Rep isolated nodes

Rep comm

attention

If there are 𝑐 communities in total, with an average of 𝑚 

members per community and a total of 𝑣 nodes, the 

overall optimization rate for the entire encoder part can be 

calculated as 
𝑐∗(𝑚−1)

𝑣



Node Level Decoder

➢ unlike the boss in NLP, the initial graph embedding is not fixed but can be learned, similar to the 

concept in meta learning, where each training dataset will receive a unique initial graph embedding

BOS in dynamic graph

"Beginning of Sentence" (BOS) initial graph embedding

NLP Dynamic Graph

Two Attention Layers

1. Masked self attention

2. Calculate attention with encoder



Experiment

Link Prediction

Node Quantity Robustness Experiment

Time Snapshot Dependency Analysis

The average training time for one epoch on different datasets, in seconds/epoch. 

AUC and AP scores of link prediction

AUC and AP scores of new link prediction

Time Snapshot Dependency Analysis

AUC and AP scores of link prediction on the BitcoinOTC Dataset. 

The training time per epoch as a function of the number of nodes



Thanks for your listening
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