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LLM

Knowledge Drift?

Drift from model’s “original” knowledge:

Question Answer

How robust is this
knowledge within the model?

Is it easily thrown off?
Drifted Answer



What did we do?
Overall idea: Infuse false information into the question prompts

“Which country has the
rand as its currency?”

LLM

“South Africa”

“The Australian currency is
called the rand. Which country
has the rand as its currency?”

LLM

...?



Experimental Setup

Data
TriviaQA: 1000 samples (Q+A pairs)

Models
We keep working with the

correctly answered samples.



Baseline:

False Information × k:
 

Random Information:

                           Question.

False Info.       Question.

Random Info. Question.

Experimental Setup

Infusing false information: prompts



Baseline

False info

Random info



What are we monitoring?

Correctness - Does model drift to incorrect answers?

Uncertainty - How certain is the model about its answers?



Findings - Correctness

Infusing false information -> drops in question answering accuracy



Findings - Uncertainty

Entropy Perplexity Probability

Introducing false info:
uncertainty first rises
with increasing false info, model becomes more certain of wrong answer



What did we learn?

1) Exposure to false information can lead to knowledge drift and increased
uncertainty in LLMs.

2) Repeated exposure to the same false prompts can cause models to
become more certain of incorrect answers.

3) The models aren’t robust in their knowledge and can be very easily fooled
with a simply engineered prompt.



Thank you!

Come see the poster later today! 


